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Abstract. Twitter is a microblogging website that has been useful as a source 
for human social behavioral analysis, such as political sentiment analysis, user 
influence, and spread of news. In this paper, we discuss a text cube approach to 
studying different kinds of human, social and cultural behavior (HSCB) embed-
ded in the Twitter stream. Text cube is a new way to organize data (e.g., Twitter 
text) in multiple dimensions and multiple hierarchies for efficient information 
query and visualization. With the HSCB measures defined in a cube, users are 
able to view statistical reports and perform online analytical processing. Along 
with viewing and analyzing Twitter text using cubes and charts, we have also 
added the capability to display the contents of the cube on a heat map. The de-
gree of opacity is directly proportional to the value of the behavioral, social or 
cultural measure. This kind of map allows the analyst to focus attention on 
hotspots of concern in a region of interest. In addition, the text cube architecture 
supports the development of data mining models using the data taken from 
cubes. We provide several case studies to illustrate the text cube approach, in-
cluding public sentiment in a U.S. city and political sentiment in the Arab 
Spring. 

1 Introduction 

Human Social Cultural Behavior (HSCB) analysis and modeling is an emerging re-
search area that focuses on understanding, predicting, and shaping human behaviors 
cross-culturally [1]. As social media becomes more prevalent, HSCB analysis can 
take advantage of the availability of in-situ data for real-world applications. Nowa-
days, many social media sites provide Application Programming Interface (API) in-
vocation via web services. For example, Twitter is a microblogging website that has 
been useful as a source for HSCB analysis (e.g., political sentiment analysis [2], user 
influence [3], and spread of news [4]). The Twitter streaming API allows applications 
to have real-time access to tweet objects. Using this API, we can design code to au-
tomatically extract live tweets for a topic, transform and load them into the textual 
database for subsequent analysis. 
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In this paper, we introduce a text cube approach to social media analysis,  
especially sentiment analysis. In data warehousing, data cube is a way to organize 
data in multiple dimensions and multiple hierarchies for information query and visua-
lization from multiple perspectives [5]. A data cube allows data to be aggregated and 
viewed from multiple perspectives, and it is defined by measures and dimensions. The 
measures (or facts) are numeric values that are usually additive (e.g., sales of a prod-
uct). Analysts need to look at measures using some “by” conditions. The “by” condi-
tions are dimensions. For example, in order to analyze sales volume, analysts often 
want to see its measure by day and by location. In this sense, dimensions are the pers-
pectives with respect to which an analyst wants to aggregate or view measures. The 
advantage of using the data cube approach over using the relational database approach 
to organize multidimensional data is that data cube performs very well with complex 
queries and analysis of very large datasets [5]. 

A data cube can be extended to summarize and navigate structured data together 
with unstructured text. Such a cube is called text cube [6,7]. Unlike a traditional data 
cube where measures are directly retrieved from the original databases, text cube 
provides an advanced text analytics capability for extracting HSCB measures from 
unstructured text streams. With the HSCB measures defined we are now able to view 
the text cube and perform analyses. This includes slicing, dicing and drilling through 
cube cells. Text cube also supports complex analysis methods, such as topic modeling 
[8], online analysis [9], and keyword-based exploration [10]. 

We have added two additional functionalities beyond the standard text cube me-
thodology. First, we have added the capability to display the contents of the cube on a 
heat map. Basically, the heat map shows each geographic region with a shade of red. 
The degree of opacity is directly proportional to the value of the measure; the larger 
the measure is the more opaque the color. This kind of map allows the analyst to fo-
cus attention on hotspots of concern in the region of interest. Second, we have added 
support for the development of prediction models using a data mining approach 
[11,12]. Therefore, text cube is a practically useful approach for organizing and ana-
lyzing text-based communications to assess HSCB dimensions (e.g., sentiment or 
affect, deception, group identity) for a given group and to predict current belief states 
and likely intended actions. 

This paper is organized as follows. We first describe the text cube approach to 
HSCB analysis. Then we present several case studies to illustrate the text cube ap-
proach, including public sentiment in a given region and political sentiment in the 
Egyptian Revolt. Finally, we conclude the paper and discuss future research. 

2 A Text Cube Approach 

We have developed a dynamic data cubing and mining framework, called SocialCube 
[6], for large amounts of HSCB data. SocialCube is an advanced data cube architec-
ture that allows analysts to summarize and navigate structured data together with 
unstructured text for efficient query and analysis. In SocialCube, linguistic feature 
analysis is a preliminary step for developing text-based data cubes or text cubes.  
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2.1 HSCB Linguistic Analysis for Sentiment 

We have designed a comprehensive HSCB linguistic feature analysis framework that 
allows for an extensible set of HSCB dimensions, such as affect/sentiment [13], de-
ception [14], sense of fatalism vs. mastery, and power structure. Here we focus on the 
linguistic feature analysis of sentiment. 

Perhaps one of the most important social and cultural dynamics for humans is their 
sense of emotion [15]. Emotion reflects not only how an individual is reacting to on-
going events, but can also reflect to how an individual generally views the world and 
his/her place in it. While emotion was long ignored by cognitive psychologists, a wide 
preponderance of data suggests that understanding an individual or group’s emotional 
state can provide important insight and prediction into their decision-making, cogni-
tive responses, and future behavior [16]. 

Although emotion is often assumed to be only communicated nonverbally [17], a 
number of recent studies suggest that humans convey their emotions in text-based 
communication, such as emails, blogs, instant messaging, and other forms of textual 
communication through linguistic cues.  In one study [18], for example, individuals 
were asked to communicate only by text, and one partner was induced to feel sad 
before the interaction. Under these conditions, their partner was able to detect the 
negative emotion in the emotionally induced participant, indicating that emotion can 
be detected in text-based communication. Importantly for the present research, these 
data suggest that emotions can be detected from text-based communication. 

There are specific linguistic patterns of emotional expression in verbal content, and 
there are a number of established tools that can extract relevant emotional content, 
including the Linguistic Inquiry and Word Count program and the Dictionary of Af-
fect in Language program.  Using these tools, Hancock and colleagues [19] have 
found that when people are sad they tend to use fewer words, disagree more, use more 
negative-affect words, and respond more slowly. 

These kinds of verbal patterns are extractable not only at the dyadic or group level, 
but also at the organization and even national level. Consider Kramer’s work [20] on 
Facebook status updates and his assessment of the Gross National Happiness index. 
The Gross National Happiness index assesses the emotional context of the United 
States by extracting positive and negative emotional indicators from 100 million Fa-
cebook users. This analysis, based on the textual content from status updates, corre-
lates highly with self-reported satisfaction as well as culturally and emotionally sig-
nificant calendar events (e.g., Christmas, death of a politician, etc.). A more recent 
study provides even more powerful evidence that affect words from tweets reflect 
actual emotional states. Golder and Macy [21] analyzed positive and negative affect 
words from 550 million tweets collected from cultures around the world. Their data 
revealed that both positive and negative affect in tweets tracked precisely with daily 
circadian rhythms, with positive affect peaking in the mid-morning and mid-evening, 
and negative affect peaking mid-afternoon and very early morning. 

Taken together, these data suggest that emotional indicators or an individual or 
group can be extracted from verbal content present in text-based communication, and 
that these features, dynamically tracked over time, can predict emotionality of an 
individual or even a group. 
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In our current research, we use the Linguistic Inquiry and Word Count (LIWC) 
tool [22] to extract emotional features. LIWC counts word frequency along the ap-
proximately 65 dimensions of language in the default LIWC dictionary. These dimen-
sions include function word categories, such as pronouns, articles and auxiliary verbs, 
as well as psychological categories, such as affect and cognition-related words, and 
social dimensions, such as family words. The output for each word category from the 
LIWC default dictionary represents a feature in our analysis. Note that some LIWC 
measures have hierarchical relationships. For example, “affective processes” can be 
divided to “positive emotion” and “negative emotion”; and “negative emotion” can be 
further divided into “anger”, “anxiety”, and “sadness”. 

2.2 Text Cube Construction for Sentiment 

Our goal is to organize linguistic features/indicators of sentiment in a data cube mod-
el, a new way to organize data in multiple dimensions and multiple hierarchies for 
efficient information query and visualization from multiple perspectives [7]. A data 
cube allows data to be aggregated and viewed in multiple dimensions. It is defined by 
dimensions and facts (or measures). In general terms, dimensions are the perspectives 
with respect to which an organization wants to keep records (e.g., by time, by loca-
tion, etc.). Each dimension may have a table associated with it called a dimension 
table. Facts are numerical measures that are quantities by which we want to analyze 
relationships between dimensions. 

The star schema is a multidimensional data model to design the data cube. In a star 
schema, there are one or more fact tables referencing any number of dimension tables. 
The fact table contains the names of the facts (measures), as well as keys to each of 
the related dimension tables. We have designed a star schema to store the extracted 
linguistic features for different HSCB dimensions including sentiment. They are 
stored as measures in the Fact table. Based on star schema, we have designed a data 
cube architecture to allow users to conveniently view aggregated statistics of  
sentiment relevant measures along different dimensions, such as time and location. 

3 Case Studies on Cubing and Visualization 

Several data cubes have been designed and implemented for demonstration purposes, 
including one cube looking at tweets originating from the Washington, D.C. region, 
and one cube looking at tweets on the topic of the Egypt revolt. 

3.1 Affective Processes Cube in Washington, D.C. 

We collected ~0.5 million tweets in the Washington D.C. region for the period of 
May to July 2011. Fig. 1 shows the database screen shot with sample tweets. Then we 
performed HSCB linguistic analysis of the tweets to extract sentiment measures, such 
as “positive emotion” and “negative emotion”. The extracted measures and other 
structured information are stored in a star schema. The dimensions for this schema are 
Date, Zone, User, Location, Event, and Tag, and are represented by database tables 
date_dim, zone_dim, user_dim, location_dim, event, and tags, respectively. The facts 
(i.e. measures) are stored in the fact table pycholinguistic_facts. 
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Fig. 1. Sample tweets 

In order to view and perform analysis on the data, a cube must be defined and the 
dimensions and measures mapped to corresponding database table columns.  This is 
done in an XML file referred to as a cube schema.  A cube schema contains a logical 
model, consisting of cubes, hierarchies, and members, and a mapping of this model 
onto a physical model. With the schema defined we are now able to view the tweets 
cube and perform analysis using an Online Analytical Processing (OLAP) tool. This 
includes slicing, dicing and drilling through cells. 

Fig. 2 is a cube interface of the Affective Processes Cube for the Washington, D.C. 
Region with Date as the horizontal dimension and Zone as the vertical dimension.  
Zone, as we mentioned, represents a rectangular area on the Earth.  Each measure is 
associated with a zone as determined by the tweet location (i.e. latitude and longitude 
the tweet originated from). Measures are shown along the horizontal axis. Fig. 2 
shows the average negative emotion for each day for each zone. The cube interface 
can display a different view of the same cube by showing the average measure for all 
days combined for each of the zones. The cube interface also supports many charting 
options (e.g., 3D vertical bar chart). 

 

Fig. 2. Affective Cube for individual dates 
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3.2 Heat Map Visualization 

Along with viewing and analyzing tweets data using cubes and charts we have also 
added the capability to display the contents of the cube on a heat map. Fig. 3 is a rep-
resentative heat map. It shows each zone with a shade of red.  The degree of opacity 
is directly proportional to the value of the measure; the larger the measure is the more 
opaque the color.  The blue area on the right lists the map type options as well as the 
overlays that may be turned on or off by either checking or unchecking the respective 
boxes.  Each overlay represents a column of the cube currently being displayed.  For 
example, the first overlay (after the Show Grid overlay) is the first column from  
Fig. 2 for the May 21, 2011 date. 

If a measure is in the lower 25 percent range, its corresponding zone is given an 
opacity level of 0.2 (light pink).  If a measure is within the 25 percent and 50 percent 
range, its corresponding zone is given an opacity level of 0.4.  If a measure within 
the 50 percent and 75 percent range, its corresponding zone is given an opacity level 
of 0.6.  Finally, zones of measures above the 75 percent are given an opacity level of 
0.8 (red).  In this example, the heat map allows the analyst to quickly visualize the 
areas that have the highest negative emotions on a given day or set of days. 

 

Fig. 3. Heat map interface 

In addition, we have studied the affect (e.g., negative emotion) change in a given 
region. Fig. 4 shows the heat map plot of negative emotion in the Washington DC 
area. We note that Zone 4-3-2 has relative high negative emotion on both May 21 and 
May 24, suggesting that these regions may be of interest for further investigation, 
such as correlating the emotion with known events in the area, crime statistics, or 
even weather conditions. Schwarz and Clore (1983) [23] showed that peoples’ emo-
tional state is driven by the weather in their location, but that emotion reports would 
return to “normal” once the weather’s influence was pointed out. In other words, the 
weather may be an unidentified cause of emotion at the aggregate level that to date 
has not been fully investigated.  
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Fig. 4. An example of negative emotion change 

3.3 Affective Process Cube for the Egypt Revolt 

As an example of political sentiment, we built an Affective Processes cube for the 
Egypt revolt (see Fig. 5). The horizontal dimension is the cities from which the tweets 
originated from and the vertical dimension is the time period.  Its measures include 
Affective Processes, Positive Processes, Negative Processes, Anger, Anxiety, Sad-
ness, Religion, and Social. We can expand the time dimension to drill down to specif-
ic days. We can also aggregate the sentiment measures for all locations by “shrink-
ing” the location dimension. This will generate the dataset for trend analysis of  
sentiment regardless of locations. 

 

Fig. 5. Affective Processes Cube for the Egypt Revolt 

May 21, 2011 May 22, 2011

May 23, 2011 May 24, 2011
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Using this data, we developed a novel data mining method that attempted to con-
nect tweet sentiment measures and an event (e.g., protest, bombing, etc). Using the 
aggregated sentiment measures on each day between Jan. 25, 2011 and Feb. 11, 2011, 
we built classifiers, including libSVM [24], REPTree [25], and IBK [26], to detect the 
scale of protests for each day. We tested the prediction accuracy of these classifiers 
using the ground truth obtained from the Timeline of the 2011 Egyptian Revolution 
[27]. The results show that these classifiers are able to predict whether there were 
large-scale protests for a day with reasonable performance: libSVM, REPTree, and 
IBK achieved a prediction accuracy of 83.33%, 83.33%, and 73.33%, respectively. 
This demonstrates the data mining capability of the text cube approach. 

4 Conclusions 

Using linguistic features and the text cube approach for the HSCB dimension of sen-
timent appears to be quite promising. In particular, the use of the text cube provides a 
useful way to explore and analyze complex data, and in particular to connect language 
patterns to potential HSCB dimensions. In the present paper we focused on the HSCB 
dimension of sentiment. While sentiment analysis has received substantial attention in 
the literature, we believe that it is novel to apply the text cube approach on this  
dimension. 

We have added two new capabilities to the text cube. The first is the heatmap func-
tionality that provides a geographical overlay of the relevant HSCB derived from 
linguistic data extracted from the Twitter stream. In the present case, we showed how 
sentiment varied within a region of interest in a US city, highlighting areas that were 
producing more negative affect than surrounding areas. We believe this kind of visua-
lization tool can provide meaningful data to analysts that are often overwhelmed by 
the sheer volume of data produced by Twitter feeds. We also believe that this ap-
proach will be useful in other geographic regions, as we suggested in our research on 
the Arab spring. 

The second capability is the data mining functionality. The text cube architecture 
supports the development of prediction models using the data taken from cubes. For 
example, models that detect events, such as large-scale protests in the Egyptian  
Revolution, can be built using the sentiment features stored in an event data cube. 

Our future research will expand the text cube approach to other HSCB dimensions. 
We are currently working on group dynamics, leadership, fatalism, and deception, but 
believe that the analytic community will find value in the text cube approach for 
many other HSCB dimensions. 
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