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1. Introduction

Why do people lie? The reasons are as varied as human life itself, but there is al-
most always a reason, and these reasons can be categorized in a variety of ways. St.
Augustine, for example, classified lies into eight types of varying severity. Modern
psychology has produced smaller taxonomies. In the influential self-presentational
framework of deception (DePaulo, Lindsay, et al. 2003; Vrij 2008a), people lie to
enhance or protect their own self-image (self-oriented), their partner’s (partner-
oriented), or some third party (altruistic). According to this view, most everyday
conversational lies are part of an effort to manage interactions with others and
achieve self-presentational goals (Goffman 1959). Other lies, like those associated
with scandals or crime, may be less about self-presentation goals and more about
seeking material rewards or avoiding prosecution, but lies are still a means to ac-
complishing something in the world.

Since lies are useful for accomplishing goals in the world, why not simply lie
all the time? A whole host of factors constrain the use of deception. Some of these
constraints are external, such as the social stigma associated with being caught
lying. Because humans are social animals, it is important to have the trust of other
humans. Getting caught lying can damage that trust (Möllering 2006) and even ul-
timately destroy the ability to communicate with one another (Grice 1989). Other
constraints against lying are internal. Most people view themselves as honest, and
this self-concept of an honest person can shackle how much one is prepared to lie.
In a series of experiments, Ariely and colleagues (Mazar and Ariely 2006) demon-
strated that even when there was no possibility of being caught, participants in
their experiments only lied by a fraction of the full amount they could have lied,
suggesting that the self-concept of honesty prevents people from lying too much.

In this view, the act of lying is a sort of calculus. Lying can be a tool for accom-
plishing things in the world, but it is restricted by internal and external constraints.
The question addressed here is whether communication technologies, like tele-
phones, email, and text messaging, enter into this calculus. And, once the decision
to lie has been made, what are the implications for language?

The present chapter has two primary interests. The first is a concern with how
communication and information technology affect the pragmatic calculus of de-
ception, and what features of these new communication spaces may enter into this
calculus. The focus is on everyday social interactions, which in the present era are
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supported primarily by the telephone, email, and various forms of messaging (e.g.,
instant messaging, text messaging via mobile phones), although the chapter also
briefly reviews research examining deception in more anonymous Internet spaces,
including chat rooms and newsgroups. The central argument is that these com-
munication spaces shape the pragmatics of deception by varying communication
features and motivations for deception (Carlson et al. 2004).

The second interest is in the language people use once the decision to lie with
technology has been made. Traditional deception research has examined the verbal
cues of deception (Vrij 2008b), with mixed and sometimes contradictory results.
However, because digital technologies leave traces of language that previously
were evanescent (e.g., the contents of an email or a text message are automatically
recorded), deception research has seen a resurgence of interest in verbal cues. In
combination with the advances in text analysis tools from computer science that
make analyzing and processing textual data extremely fast and efficient, these con-
versational records are providing material for researchers to make new discoveries
about how deception is manifested in language. The second part of this chapter re-
views this research.

In this chapter, digital deception is defined as the intentional control of in-
formation in a technologically-mediated message to create a false belief in the re-
ceiver of the message (Hancock 2007). While this definition is but one of many for
defining deception, it contains two key attributes that are necessary to highlight.
The first is the idea of a false belief, which means that deception leads a conversa-
tional partner to believe something that the speaker does not believe to be true. The
second is the notion of intentionality. False statements must be intentional to be de-
ceptive; otherwise they are simply mistakes.

There are, of course, many ways to deceive, and almost any kind of speech act
can be used deceptively. Indeed, a number of theories and taxonomies lay out how
different speech acts can lead to different types of deception. For example, In-
formation Manipulation Theory (McCornack 1992; McCornack, Levine, Torres, and
Campbell 1992) notes that violations of Grice’s four maxims lead to different types
of deception. The literature on deception and CMC unfortunately has not advanced
to this point, with few exceptions (e.g., Twitchell, Nunamaker, and Burgoon 2004).
Consequently, the chapter limits the analysis and review to the choice of using de-
ception in mediated interactions and the linguistic implications of this decision.

2. To lie or not to lie

2.1. Everyday technology and everyday lies

The question of how people choose to use different media to accomplish different
goals has been of interest to researchers since the earliest days of computer-me-
diated communication (CMC) research. One of the first theories in the area, Media
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Richness Theory (MRT; Daft and Lengel 1984, 1986), was concerned with how
managers might use different media to accomplish different tasks. The theory
holds that people match the medium to the equivocality of the task they wish to
accomplish. Low equivocality tasks are straightforward and simple, such as ar-
ranging a place and time to meet for lunch. High equivocality tasks are ambiguous
and complex, such as doing a performance review or hiring or firing someone. Ac-
cording to the theory, managers should match low equivocal tasks to lean media
and equivocal tasks to rich media.

Lying is relatively ambiguous and complex given that it is an attempt to mis-
lead, making it an equivocal task (but see Bavelas, Black, Chovil, and Mullett’s
1990 work on equivocality for a more nuanced description of equivocation in com-
munication). Thus, people who have decided to engage in deception should choose
a rich medium over a lean medium, preferring face-to-face to the telephone, and
the telephone to email, for example. This makes sense when one considers that
having a richer medium would allow the liar to track the partner’s responses more
carefully (Buller and Burgoon 1996).

The question of whether people lie more in one medium or another was first di-
rectly tested by psychologist Bella DePaulo and colleagues (DePaulo, Kashy, et al.
1996) in a large diary-based study that had people record all of their lies and social
interactions for seven days. With this method, the researchers counted the number
of times participants reported lying in a conversation and divided that by the total
number of social interactions participants reported. Although the diary method has
a number of limitations, especially the potential for self-report biases, this study
provided the first data that allowed for comparisons of lying rates by the same in-
dividuals across media. Because the study was conducted in the early 1990s, be-
fore email and the web had reached critical mass, the media of interest were limited
to face-to-face, the telephone, and letters (unfortunately there were too few letters
reported to allow for cross-media comparisons).

Of these media, MRT would predict the most lying face-to-face, followed by
the telephone, and lastly letters. However, DePaulo and colleagues had a different
prediction than MRT. They noted that people report feeling temporary discomfort
when telling a lie, presumably because lying is a negative social act and a breech of
trust. They argued that communication technologies that allow for social distance
between the liar and the partner should provide some relief for the discomfort they
experienced when lying.

In fact, this is exactly what DePaulo et al. found when they examined their par-
ticipants’ diaries: People reported lying in a greater proportion of telephone calls
than in face-to-face interactions. While this supported the idea that people lie more
frequently in more socially-distant media, the results were the opposite of the MRT
prediction.

Note that a common assumption of both of these arguments is that media vary
along a single dimension, richness or social distance, which is assumed to affect
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decisions about deception uniformly. A number of scholars with backgrounds in
linguistics (Herring 2001, 2007) and cognitive psychology (Clark and Brennan
1991), however, have noted that communication technologies, like email, have
many features that affect language processes; they do not just differ along a single
dimension. Clark and Brennan’s (1991) influential chapter on grounding in CMC
provides one example of the complexity of the relationship between deception and
choice of technology. This approach, in which specific features of a technology are
expected to have specific effects on language use, has influenced thinking about
how features of media shape the pragmatics of deception. In the next section, a
model of deception describes three such features and makes predictions about how
the degree of recordability, synchronicity, and co-presence influence the likelihood
of deception in technology.

2.2. Feature-based approaches to deception and technology

The first and most obvious feature that might affect deception is the recordability
of some forms of communication. Relative to face-to-face communication, in
which words disappear as they are spoken, most textually-based communications
leave some record. Email leaves perhaps the most durable record, with copies not
only on servers but on the target’s computer. Even instant messaging and text
messages, which are impermanent, leave a trail. Indeed, a recent New York Times
article noted that over half of divorce cases in New York state involved email or
text messaging as the primary form of evidence. People’s perceptions of the recor-
dability of a medium should factor into the pragmatics of deception and media. The
more recordable, the less likely one should use that medium to lie.

A less obvious feature is synchronicity. Research from psychology (e.g., De-
Paulo et al. 2003) suggests that many everyday lies are the small “white” lies told
in conversation when an honest answer would be awkward, such as telling a
friend that, in fact, his new hair cut is awful. Lying in conversation can be an im-
portant pragmatic choice when trying to protect one’s own image (self-centered
lies) or to avoid harming the conversation partner (other-centered lies) or some
third party (altruistic lies) (Vrij 2008a). Media that allow for real-time synchron-
ous communication should increase the times when these kinds of awkward situ-
ations may arise. In contrast, asynchronous media, like email, allow time to craft
a response that need not rely on deception to avoid violating one’s own or an-
other’s self-image.

The third feature initially considered in the Feature-Based Model was whether
the communication was co-present. Being in the same physical space as a conver-
sation partner is important for evidentiary reasons. When people are in the same
physical space, options for deception are reduced, because lies about where one is,
who one is with, and what one is doing are all impossible. In contrast, as soon as
communication becomes distal, all of these deceptions are possible.
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Taken together, the components of the Feature-Based Model predict that the
telephone should involve more lies than face-to-face, which in turn should have
more lies than email. Phone conversations are typically not recorded, they are syn-
chronous, and they involve conversation at a distance. Face-to-face conversations
are synchronous and not recorded, but they involve, by definition, communication
in the same physical space. Email is recordable and asynchronous, although not
(necessarily) co-present.

To examine these predictions, we (Hancock, Thom-Santelli, and Ritchie
2004a) replicated the DePaulo et al. (1996) diary study by asking students to record
all of the social interactions and lies over seven days. In almost all respects the pro-
cedure in our study followed that of the DePaulo et al. study, with one important
exception: We had our participants record not only face-to-face interactions and
phone calls, but also emails, instant messaging, chat rooms, multi-user domains
(MUDs) and newsgroups (too few participants recorded any chat room, MUD, or
newsgroup conversations for analysis, so we exclude them here).

Following DePaulo et al., we calculated the lying rate for each medium as the
proportion of lies per number of conversations in that medium for each participant.
Our data replicated the DePaulo et al. finding that phone conversations involved
significantly more lies than face-to-face conversation. The more interesting result,
however, was the lying rate in email. Emails involved fewer lies than any other
medium. This finding contrasted with the idea that social distance should increase
deception. However, the pattern of data fit with the features expected to shape the
pragmatics of deception: recordability, synchronicity, and co-presence.

Obviously, not all lies are the same. In addition to the three orientations of lies
described above (self-oriented, partner-oriented, and altruistic), people can also lie
about different things, and to different people. For instance, in DePaulo et al.’s
(1996) influential deception taxonomy, lies can be about facts, feelings, opinions
and explanations. Also, relationships based on genuine trust should involve fewer
lies than more superficial relationships. Kashy and DePaulo (1998) found this to be
the case: People reported lying less often in conversations with close friends and
romantic partners than with strangers and acquaintances (see also Ennis, Vrij, and
Chance 2008; Whitty and Carville 2008).

In a follow-up study that used the same diary procedure but asked more in-
formation about what and to whom people lie, we (Hancock et al. 2004b) reached
three conclusions. First, the pattern of deception across media, with the most lies
reported on the telephone and the fewest in email, was repeated. Second, tech-
nology affected the content of the lie. Phone conversations involved more action
lies than any other medium, presumably because the phone (at the time of the
study) was the most mobile technology and would allow lies about what people
were doing. Face-to-face conversations had the most lies about one’s feelings,
presumably because synchronous face-to-face conversations are more likely to
involve questions related to one’s opinions (e.g., “What do you think of my new
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shirt?”). Finally, email had the most explanation lies. The asynchronous nature of
email allows more time for constructing a sound explanation than synchronous
formats, and this extra time presumably allows the writer to construct a lie that
can withstand the potential of later scrutiny associated with a highly recordable
medium.

Third, the way technology interacted with deception and relationships was
relatively straightforward. Lies to family and friends tended to take place most fre-
quently via a mediated channel, while lies to strangers and acquaintances occurred
primarily face-to-face. The data are consistent with previous research conducted
only in face-to-face settings, suggesting that lies are more likely to be told to
strangers and acquaintances (Ennis, Vrij, and Chance 2008; Kashy and DePaulo
1998). These data add the observation that when people lie to people close to them
they tend to use technology to communicate the deception. Finally, one last inter-
esting effect was that although students did not tell email lies often, the most com-
mon email lie was an explanation lie (e.g., “I couldn’t finish my paper because my
printer died”) to their professors.

2.3. Scenario-based approaches to deception and technology

More recent studies have used scenario methods to examine how people might
make decisions about using deception across different communication technol-
ogies. For example, in a recent study that directly examined the question of how
technology enters the calculus of deception, Whitty and Carville (2008) provided
participants with scenarios that presented a situation, in a variety of media, in
which a lie could be a potential pragmatic choice (e.g., “You receive an email
from a person you do not know well. Within the email they ask you if you think
they look attractive. You do not think that they are attractive but you do not want
to hurt their feelings so you email them back and tell them that they are attract-
ive”). Participants indicated how likely it was that they would use that medium to
tell that lie to either someone close (e.g., a friend) or distant to them (e.g., a
stranger).

There were a number of interesting findings, with mixed results for the Feature-
Based Model described above. First, consistent with the diary-based results, the
phone tended to have more lies than face-to-face. This provides converging evi-
dence across methods that the phone is the most lied-in medium. Also consistent
with the results above, when lying to close friends and family people tended to use
mediated channels (email, telephone) more than face-to-face. Whitty and Carville
highlight an interesting connection with the flaming sometimes observed in CMC
(Sproull and Kiesler 1986; Whitty and Carr 2006), in which interactants use ex-
cessively insulting and aggressive forms of talk, with this apparent willingness to
tell the truth to strangers. It may be that whatever compels flaming with strangers
also leads to an increased willingness to be frank and honest online.
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There was, however, an important difference between the Feature-Based
Model and the results reported above: Participants reported that they would lie in
email more than face-to-face. Differences in methodology may underlie this effect.
Diary-based studies require participants to record their actual behaviors, rather
than what they believe they will do in a hypothetical situation, as required by a
scenario-based method. Indeed, when we (Hancock et al. 2004a, b) ask our partici-
pants in diary studies where they think they lied the most, many report saying
email, despite the fact that their diary shows they lied the least there. These results
suggest that people do not have accurate insight into how they use different media
for lying.

A second scenario-based study to address the question of media and technol-
ogy examined the choices that managers would make when needing to communi-
cate a lie (George and Carlson 2005). In this study, managers reacted to a scenario
that involved either a severe or less severe deception to either a familiar or unfam-
iliar recipient by choosing which medium they would use to communicate the lie.
Here the Feature-Based Model was directly compared with Media Richness The-
ory, with the same predictions described above. The data revealed that, regardless
of severity of the lie or familiarity of the target, face-to-face was the manager’s first
choice in lying, followed by the telephone and email. These data are supportive of
Media Richness Theory’s prediction that participants will choose richer media for
deception.

Although email was the least chosen medium for lying, consistent with our
diary-based studies, this study was the only one in which the telephone was not the
most lied-in medium. There are at least three possible explanations that stem from
differences in methods and analytic approach. Perhaps the most important is that
this procedure asked participants to choose explicitly a priori their medium for
communicating the lie, which differs from both the diary method (DePaulo et al.
1996; Hancock et al. 2004a, b) and from the scenario procedure employed by
Whitty and Carville. In Whitty and Carville’s (2006) procedure, participants rated
how likely they would be to lie in the medium in that scenario. In this case, the lie
was specified for a specific medium in the scenario, and no media choices were of-
fered. In diary studies, it is impossible to know whether lies in a given medium
occur because the diarists explicitly and a priori chose that medium to conduct the
lie, or whether the lie simply emerged post hoc while interacting in that medium.
Thus, of all the methods presented, the method used by George and Carlson is the
only one that assessed the a priori choice of media for lying. Under these circum-
stances, people report that they would hypothetically lie most often face-to-face.

A second difference is that unlike the previous studies, these participants were
managers and not students. As such, the differences observed here could relate to
how college students and professionals choose to lie differently. Indeed, DePaulo
et al. (1996) found that students and non-students tended to lie somewhat differ-
ently: Students lied almost twice as often per day as non-students.
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The third difference is a statistical one. In the diary studies, lying frequency is
reported as a proportion of the total social interactions, rather than the absolute fre-
quency of lies that take place in a medium, to control for differences in how often
people use different media. To account for these differences across media, as well
as across speakers (some people have many interactions, while others have very
few), the rate of deception is calculated as a function of total social interactions. In
the George and Carlson procedure, only the absolute frequency is available.

2.4. Anonymous communication spaces

Most everyday interactions involve communications between already acquainted
people. With the exception of spam (mass emails by senders attempting to sell
products, services, or a scam), emails usually are signed and come from people
whose identities are known or easily discerned. Instant messaging primarily takes
place between people who are in each other’s contact lists, and even the phone now
typically provides some identity information in the form of caller ID. In these in-
teractions, forms of identity-based deception are much less likely (Hancock 2007).

There is a tremendous amount of concern that deception is rife in anonymous
online spaces. One study (Caspi and Gorsky 2006) queried newsgroup users about
how much deception they believed was in their online space. Of all the respon-
dents, 73 % believed that deception was very widespread, although only a minority
(29 %) reported that they themselves had lied. In an earlier study that examined
people’s self-reported practices in chat rooms, Whitty (2002) found that lying
about oneself was quite common, especially for men. Over half of the respondents
reported lying about age and occupation, with over a quarter lying about education
and income.

These data, however, do not tell us whether people were choosing to lie more
often in anonymous online spaces than in less-anonymous spaces such as face-to-
face communication. One study by Cornwell and Lundgren (2001) did exactly that.
In this study, the researchers compared how people misrepresented themselves in
romantic relationships that formed on the Internet or face-to-face. Their findings
revealed that in a few categories, such as age and physical appearance, participants
reported lying marginally more online than in their offline relationships. Surpris-
ingly, the overall lying rates were relatively consistent across the two types of com-
munication spaces.

Cornwell and Lundgren took the analysis a step further by examining whether
interpersonal factors, such as involvement in the relationship, played a role in de-
ception rates across online and physical relationships. In fact, when involvement
was included in their regression analysis, the communication space (online vs.
physical) was not significant. Instead, the degree to which participants felt in-
volved in the relationship significantly predicted lying. The more involved they
felt in a relationship, the less participants reported lying in that relationship. The

Brought to you by | Stanford University Libraries
Authenticated

Download Date | 3/27/17 10:56 PM



Deception in computer-mediated communication 371

results suggested that relationships in online spaces tended to be less involved than
those in physical space.

Taken together, these data suggest that anonymous spaces can reduce involve-
ment in romantic relationships, and that this can increase lying. A good deal of re-
search, however, has indicated that interpersonal relationships can be as intimate
and involved as face-to-face relationships (see Parks and Floyd 1996; Whitty and
Carr 2006). If this is the case, then at least in romantic relationships, the nature of
the relationship may be more important than the anonymous nature of the com-
munication space. This would be similar to face-to-face research that suggests
people are less likely to lie to closer intimates (Kashy and DePaulo 1998).

However, there are many other types of deception in anonymous spaces than
misrepresenting oneself to a romantic partner. In one of the first treatments of de-
ception online, Donath (1999) described several different types of deception, in-
cluding identity concealment, category deception, trolls, and impersonation. Here
we focus on gender switching, when people present a gender online that is different
from their offline gender (Herring 2003).

Gender switching is of particular importance for this chapter because of its lin-
guistic implications. For instance, several studies (reviewed in the next section)
have examined whether people retain characteristics of their gendered language
when acting as the other gender (Herring and Martinson 2004). Here, the question
is whether (and to what extent) men and women take advantage of the lack of vis-
ual and vocal cues in text-based CMC to perform gender deception (Danet 1998).
In self-reports, this type of deception appears to be quite common. For example,
Whitty (2002) found that about one-quarter of her male respondents reported pre-
tending to be a female at some point in public chat rooms. However, as with the
everyday lies described in the previous section, the self-report data and observa-
tional data do not necessarily line up. In her review, Herring (2003) reports on her
examination of Internet Relay Chat (IRC) channels and her observation that gender
deception was not common in this anonymous space. Others have also observed
that gender switching online is relatively rare, perhaps because pretending to be
someone one is not is difficult to maintain over time (Roberts and Parks 1999).

2.5. Implications for deception in anonymous space

Clearly, because technology allows people to interact anonymously, it also enables
deception. However, comparisons to date of how often deception is used as a prag-
matic choice in anonymous versus acquainted conversation reveal that simply be-
cause deception is easier does not mean that deception is more likely to occur. In
fact, in a recent survey on misbehaving online, Selwyn (2008) found that partici-
pants reported approximately the same level of lying in online and offline interac-
tions. The best predictor of whether a participant lied in online communication was
whether they reported lying in face-to-face communication.
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As with everyday, identifiable interactions, deception in anonymous spaces ap-
pears to be strategic and motivated, although some of these motivations may be
different from those in traditional face-to-face deception. In particular, misrepre-
senting one’s attractiveness and concealing aspects of one’s identity appear to be
common in anonymous spaces, and although gender switching is more easily per-
formed in anonymous CMC spaces than face-to-face, it occurs infrequently. De-
ception appears to be an important pragmatic resource for crafting a representation
of the self or for experimenting with aspects of the self, such as gender. Although
this is not unique to anonymous online spaces, they certainly appear to provide
more opportunities to use deception to accomplish self-presentational goals.

3. Linguistic implications of deception in CMC

Once the pragmatic decision is made to lie with communication technology, in par-
ticular in text-based CMC (e.g., email, instant messaging, chat rooms, newsgroups,
text messaging, etc.), communicators must make linguistic choices about how to
express their deception. The following section focuses on this issue, laying out re-
cent trends in the research on verbal cues of deception.

3.1. Theoretical and empirical shift towards language in deception

Most previous deception research has been grounded in theories that focus pri-
marily on the non-verbal cues associated with deception (Ekman 1985). For
example, non-verbal “leakage” cues are assumed to reveal hidden emotions that
are manifest in unconscious and uncontrolled movements of the face or body. This
approach emphasized non-verbal cues because non-verbal behavior was assumed
to be less controllable than speech (Vrij 2008b).

Since the early 1990s, however, theories of deception have begun to consider
the linguistic aspects of deception. For example, Information Manipulation Theory
(McCornack 1992) draws on Grice’s Cooperative Principle and assumes that when
people lie they violate one of the Cooperative Principle’s four maxims of quality
(veridicality of an utterance), quantity (amount of information in an utterance), rel-
evance (relatedness to prior utterances), and manner (clarity of an utterance).
These violations are assumed to have detectable linguistic manifestations.

Other theories have begun to emphasize the cognitive, emotional, and moti-
vational consequences of deception on language use, such as Criteria-Based Con-
tent Analysis (CBCA; Köhnken 1996) and Reality Monitoring theory (Johnson
and Raye 1981). CBCA provides 18 verbal cues that are associated with the cog-
nitive and motivational aspects of truthful accounts, which are assumed to include
more detail, be more logically coherent, contain more spontaneous corrections,
and include more quoted speech. Similarly, Reality Monitoring theory assumes
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that descriptions of real memories of an event differ from imagined or fabricated
memories, such that descriptions of real memories will contain more perceptual
and contextual information than false memories (Vrij 2008b).

Taken together, these theories suggest that deception should be reflected in lan-
guage, and recent empirical evidence provides some support for this assumption
(see Vrij 2008b for reviews of CBCA research and Masip, Sporer, Garrido, and
Herrero 2005 for reviews of Reality Monitoring research). A recent meta-review of
studies examining verbal features of deception revealed that the majority of studies
examined found support for verbal differences between deceptive and truthful lan-
guage, prompting a leading deception scholar to conclude that attending to lan-
guage features can lead to more reliable deception detection than non-verbal cues
(Vrij 2008b).

In addition to this theoretical turn towards verbal features, a second trend bol-
stering verbal research on deception is the recent advance in the computerized
analysis of language. Sophisticated computer programs can now parse language
into syntactic components and assign words to various semantic and psychological
categories rapidly and automatically. Previous research on deception has relied on
human coders in assessing language patterns. While human judgment is critical for
assessment of features such as plausibility, humans tend to be unreliable judges of
more fine-grained aspects of language, such as identifying and counting preposi-
tions, pronouns, articles, etc. Furthermore, given the vast amounts of text now
available through CMC, computerized text analysis allows for much larger corpora
of language to be examined and compared.

3.2. Linguistic aspects of deception in CMC

Building on the theoretical and empirical advances on language and deception de-
scribed above, a number of studies have used computerized text analysis programs
to identify linguistic features of deception in CMC (Hancock, Curry, Goorha, and
Woodworth 2008; Keila and Skillicorn 2005; Zhou, Twitchell, Burgoon, and Nu-
namaker 2003). These studies use programs that rely on word counting ap-
proaches, in which each word is assigned to linguistic (e.g., pronouns) or psycho-
logical categories (e.g., positive or negative affect). For a review of these kinds of
programs, see Tauszick and Pennebaker (2010).

The first study to examine the linguistic features of CMC was a careful and
sophisticated analysis of asynchronous communication conducted by Zhou et al.
(2003). In this study, participants logged into a system on which they could leave
messages for, and receive messages from, a partner. Their task was to complete the
desert survival task, in which they needed to choose a set of items to take with them
when hypothetically crashed in the desert. One of the partners was instructed to lie
about their preferences for the items. Using a collection of textual analysis tools,
Zhou and colleagues found that messages from deceptive partners were character-
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ized by more sentences with more words (including verbs and noun phrases). This
finding was contrary to face-to-face studies that show that liars use fewer words
when lying. One reason for this may be the asynchronous nature of the interaction:
Online liars can take their time to craft the lies. Liars also produced less lexical and
content diversity (e.g., a lower type-token ratio), suggesting that their messages
were less semantically complex and less detailed than those of truth tellers. These
findings were consistent with theories that suggest lies tend to be impoverished
relative to truthful accounts. The liars also used more emotional language than truth
tellers, including more positive and negative affect words (e.g., sad, delighted).
Finally, with respect to pronoun usage, liars used more third-person references
than truth tellers, but no differences were found for self-reference.

More recently, Hancock et al. (2008) examined the linguistic patterns of decep-
tion in synchronous CMC. Participants interacted over instant messaging and dis-
cussed four topics. On two of the topics, one of the participants was asked to lie to
his or her partner but to tell the truth on the other topics. Their partners were asked
to simply engage in the conversation and were unaware of the deception manipu-
lation.

The hypotheses in this study were derived from those laid out by Zhou et al.
(2003) described above and from the Newman-Pennebaker (NP) model (Newman,
Pennebaker, Berry, and Richards 2003), an empirically-derived model of deception
that predicts several language features that change relative to truthful language.
According to the NP model, lies should involve fewer first person singular pro-
nouns (“I”), as liars try to distance themselves psychologically from their lie. Sec-
ond, lies should involve fewer exclusive words (“except”, “but”), as lies tend to be
less complex than truthful statements. Third, lies should include more negative
emotion terms (e.g., “sad”, “anxious”, “afraid”), which reflect the guilt and anxiety
related to being deceptive. Last, lies should contain more motion verbs (e.g., “go”,
“fly”), which help move the story along and distract the listener.

In general, the data were supportive of the NP model’s main predictions. The
results revealed that liars, like those in Zhou et al.’s study, produced more words
when lying then when telling the truth, suggesting that CMC liars may use more
words than face-to-face liars to accomplish their deception. Unlike the Zhou et al.
study, liars used fewer self-referencing pronouns and more other-oriented pro-
nouns, consistent with the idea of psychological distancing. Finally, liars tended to
use more causal terms (e.g., “because”, “therefore”, etc.) when lying compared to
telling the truth, suggesting that they were potentially constructing more coherent
and plausible stories.

Unlike most deception studies, Hancock and colleagues also examined the lan-
guage of the partner. Even though the partner was blind to the deception manipu-
lation, the partner’s language differed across deceptive and truthful topics. The dif-
ferences often followed the senders. For instance, both the liar and the partner
increased their use of first person pronouns during deception. This kind of lin-
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guistic style matching occurred more frequently during deceptive parts of the con-
versation than during the truthful parts. A number of theories describe why and
how interlocutors in face-to-face communication tend to synchronize their lan-
guage, from syntactic usage (Pickering and Garrod 2004) to coordinating referents
(Brennan and Clark 1995) (for a review, see Burgoon, Stern, and Dillman 1995).
The partners, however, were unable to use this information to improve their decep-
tion detection accuracy: Partners performed at chance when trying to detect the
lies. These data suggest that, while these changes in language patterns did not help
the partner in detecting a lie, the partner’s language patterns may provide some
clues as to whether they are being lied to or not.

While the above-mentioned studies took place in the laboratory, Keila and Skil-
licorn (2005) conducted an analysis of deception in the real world, namely the
Enron email corpus provided by the Enron trial (the corpus contains approximately
500,000 emails relating to a scandal at a large corporation), in which executives
were sued for deliberately misleading investors. The Enron corpus consists of ap-
proximately 500,000 emails, and the researchers applied a subset of the NP model
to the data in an attempt to classify deceptive emails. The dimensions employed
were first person singular, negations, and exclusive words. Using these three di-
mensions, along with statistical techniques for classifying messages along the di-
mensions, Keila and Skillicorn successfully identified the most problematic (i.e.,
deceptive) emails with respect to the court case.

Taken together, a few trends emerge across these three studies. The first is that
when people lie in CMC, they tend to use more words than when they are telling
the truth, a finding that is the opposite of research on face-to-face deception. As
noted, this may be due to the written nature of CMC, which provides more time and
allows for editing. A second trend is changes in pronoun usage. Relative to telling
the truth, lies include fewer self-references but more other-references. Emotional
terms also seem to be different across lies and truths, with more emotional terms,
especially negative ones, observed during deception. Exclusive words (e.g., “ex-
cept”, “however”), which may indicate the complexity of the grammatical struc-
ture, tend to decrease during CMC deception. Last, the linguistic style-matching
data from Hancock et al. (2008) suggest that the partner’s language should also be
considered.

3.2.1. Gender deception and language in CMC

A number of studies have examined the language of gender in the context of CMC
(Hall 1996; Herring 1993, 2003; Thomson, Murachver, and Green 2001). In gen-
eral, these studies suggest that men and women use language in different ways
along some dimensions. Females tend to use more hedges, justifications, personal
pronouns, and expressions of emotion, while males tend to use assertions, rhetori-
cal questions, sarcasm, profanity, and challenges. An important question, however,
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is whether these differences persist when speakers are being deceptive about their
gender. Since gender cues are presumably given off unconsciously (Goffman
1959), they should be difficult for speakers to control.

Several studies have looked at the detection of gendered language (Savicki,
Kelley, and Oesterreich 1999; Thomson, Murachver, and Green 2001). When
Thomson and Murachver presented students with emails and asked them to ident-
ify the gender of the authors, the students were relatively successful in distinguish-
ing female emails from male ones. The authors concluded that a combination of
linguistic features led to the decisions, rather than any one feature alone.

A more recent study examined how people performed gender online when
being deceptive about their actual (offline) gender (Herring and Martinson 2004).
In this study, the authors examined the transcripts from a gender-switching game,
in which some participants were deceptive about their gender and others were not.
The game took place in a synchronous chat space. The researchers found that
participants produced stereotypical content when performing the opposite gender,
but they also gave off stylistic cues to their actual gender. That is, when females
played males they talked about overtly stereotypically male topics or content (e.g.,
cars), while males playing females talked about stereotypically female content
(e.g., shopping). Nonetheless, there were some stylistic cues associated with their
gender that participants were unable to control, such as gendered differences in
pronoun usage, hedges, and rhetorical questions. Judges in the game only guessed
participants’ gender correctly approximately half the time, in part, perhaps, because
they based their judgments primarily on the stereotypical content rather than on
language use.

3.3. Style versus content in the language of CMC deception

A comparison of the language of deception in CMC interaction and the language of
gender deception highlights an important distinction about the kind of language
that is most likely to reflect deception. As noted in the gender research, participants
were unable to hide the stylistic features of their language, such as pronoun usage.
A review of the deception in CMC results suggests that stylistic features such as
pronoun usage are also what liars find most difficult to control. This is no coinci-
dence, as stylistic words tend be less consciously accessible. Words can be divided
roughly into two broad categories: content words and function words (Chung and
Pennebaker 2007). Content words refer to terms that have semantic value and in-
clude word categories such as nouns, adjectives, and lexical verbs. In contrast,
function words convey primarily grammatical information and include pronouns,
prepositions, articles, conjunctions, and auxiliary verbs.

Whereas the average native English speaker has a vocabulary of well over
100,000 words, fewer than 400 are common function words (Baayen, Piepenbrock,
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and Gulikers 1995). This seemingly trivial percentage (less than 0.04 %) of vo-
cabulary accounts for over half of the words in daily speech. Despite the frequency
of their use, function words are the hardest to master when learning a new lan-
guage. Indeed, they are virtually invisible in daily reading and speech (Chung and
Pennebaker 2007).

Recent research shows that the analysis of function words, such as articles,
auxiliary verbs, prepositions, and pronouns, provides important clues about the so-
cial relationship between a speaker and the audience, the psychological state of the
speaker, and information about the speaker’s social role and status in the commu-
nity (Chung and Pennebaker 2007; Herring and Paolillo 2006). Function words
may also be important in the language of deception in CMC, whether it be lies
about gender or some other topic.

3.4. Future directions

The growing body of research described above suggests that linguistic and dis-
course patterns can be extracted from deceptive language in CMC (Hancock et al.
2008; Herring and Martinson 2004; Zhou et al. 2003). This program of research,
however, is at its nascence, and there are at least two important directions in which
this research needs to move. First, the vast majority of research on deception in
CMC has focused only on English from Western cultures. The scant research that
has examined deception patterns across cultures suggests that there are some cul-
ture-specific differences in how deception is perceived, but that there are also some
principles of deception that may be universal across cultures. For example, Zhou
and Lutterbie (2005) find that the collectivism-individualism dynamic should af-
fect whether pro-social lying designed to maintain harmonious relationships is per-
ceived as acceptable or not, with people from collectivist cultures viewing these
pro-social lies as more acceptable than people from individualistic cultures.

An important question is whether the linguistic markers identified in English
hold or change across cultures. There are important linguistic differences, such as
differences in obligatory evidentiality between English and Arabic or differences
in pronoun use between English and Chinese, that may affect how deception is sig-
naled in language. Zhou and Lutterbie (2005) advocate a top-down and bottom-up
approach, in which bottom-up language patterns are identified statistically without
reference to psychological expectations, while top-down approaches guide specific
analyses (e.g., speakers psychologically distance themselves from their lies, which
theoretically should be the case across cultures).

The second direction is concerned with improved ecological validity. Most de-
ception research takes place within fairly static and highly controlled laboratory
studies, which may or may not generalize to the real world. This is especially the
case for CMC research. Most studies involve participants telling true or false
stories to each other in a chat room (Hancock et al. 2008; Zhou et al. 2003). Criti-
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cally, the lies generated in most lab studies are mocked up, and liars have little
motivation to succeed in their lies.

Some non-CMC research has begun to examine deception in naturalistic set-
tings. For example, in a project examining deception in political speech, Marko-
witz, Hancock, and Bazarova (2011), compared false statements (e.g., claims that
Iraq had weapons of mass destruction or direct links to al Qaeda) and non-false
statements (e.g., that Saddam Hussein had used gas on his own people) produced
by officials in the Bush administration in the run-up to the 2003 Iraq war. Consist-
ent with the NP model of deception’s predictions, false statements contained sub-
stantially reduced rates of first-person singular (“I”) and exclusive terms (“ex-
cept”, “but”) but more negative emotion terms and action verbs. Using this simple
model, we were able to classify approximately 76 % of the Bush administration’s
statements correctly as either false or not false.

CMC deception seems to be a good fit for naturalistic studies. Like the Enron
analysis by Keila and Skillicorn (2005), future research needs to identify archival
cases in which the ground truth of deception has been established, and the language
records have been preserved. More of this kind of research should lead to major ad-
vances in understanding the pragmatic and linguistic implications of deception in
CMC.

4. Conclusion

The first of this chapter’s central questions was concerned with whether, and if so,
how, technology enters into the calculus of deception. The studies reviewed sug-
gest that the communication spaces created by various technologies can shape
speakers’ decisions to use deception as a pragmatic tool in accomplishing their ob-
jectives. This seems to be the case in both everyday interpersonal interactions, with
technologies such as email, instant messaging, and the telephone, and in more
anonymous online spaces, such as chat rooms and news groups.

The relationship between deception and technology is clearly not simple, but in
our view, it is systematic. Equally importantly, many more questions remain to be
answered as technologies evolve. For example, new technologies, such as the avat-
ars in graphically-based virtual environments, may make deceptions more sophis-
ticated. As Donath (2007: 53) asks, “as behavioral software becomes more soph-
isticated, are we creating avatars that will be increasingly attractive and seemingly
friendly but are in fact the ideal mask behind which a dishonest or manipulative
person can operate?” Indeed, a recent study suggests that people feel more com-
fortable lying when using an avatar than when lying in text-based communication
(Galanxhi and Fui-Hoon Nah 2007).

Our second question was concerned with the linguistic traces of deception in
CMC. Although this line of research has just begun, it suggests some potential in
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being able to identify patterns of deception in language, with liars online using
more words, less self-referencing and more other-referencing language, and pro-
ducing less grammatically complex messages. Whether these patterns stand up to
more ecologically valid and diverse tests remains to be answered. Nonetheless, the
fact that stylistic features (such as function words) tend to be critical in both inter-
personal deception and gender-based deception suggests that this class of words
may be especially important.

This final point has relevance for the question of whether to lie online or not.
Currently, there are no reliable methods for identifying deception in CMC, so this
kind of issue does not enter into the question of whether one should lie online.
However, given the potential to identify deceptive patterns, and the fact that much
of what people say now on the Internet will be around for many years, in the future
it may be necessary to consider even more carefully the question of whether or not
to lie.
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